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Introduction. The martingale convergence theorems were first utilized by
Doob [25 P. 31&3] in giving a new proof of the Lebesgue differentiation theorem |
of functions of bounded variation on a real line. ILater Chow [1] gave a proof
of the lebesgue differentiation theorem of interval functions of bounded vari-
ation by applying convergence theorems of partially ordered martingeles. In
1959, Ward's differentiation theorem [8; p. 137, p- 141}, among other things,
have been generalized by Rutowitz [’ﬂ to cell functions by introducing the con-
cept of the p -bordering property. In this paper, by following Doob's approach
in [3], we are able to obtain a convergence theorem [Theorem I}, which includes
scme martingale convergence theorems and extends a theorem of Rutowitz [7 ; Theo-
rem II] to non-atomic basis. Theorem IV puts the above cited Ward's theorem
into Martingale setting.

1. Definitions and notation.

Suppos‘e that (Q,j’- ,P) 1is a complete measure space with P(g) = 1. A
stochastic basis (} 5 A) is a net, where A 1is a directed set, 3—5 is a
sub-g-algebra of 7} for each 3 ¢ 4, and ESC\?B' if 3 <8'. A stochastic
process (xa, F 57 A) is a triple, where (3—5, A) 1s a stochastic basis and
:«:8 is an ja—measurable function. P¥ is the outer measure induced by P and
the inmtegral §, x will mean SA xdP, For a set A4, the F.-cover of A 1is
denoted by A* and the g -cover by A*. A-B will be the proper difference

S
of sets A and B, and I(A) the indicator (or characteristic) function of ’
the set A. The functlon Xy is sometimes written es %(8). |lix| lq is the
Lq-norm of X. Forsets A and B, A e 353, if ACB and A € 38‘

Definition 1. A stochastic basis is said to satisfy the Vitali condition



Vq for 1<q< o, if for every € >0, cvery set A and every net (Kﬁ,a)
of }a-sets such that l:I.mAsup Ks &*A a.e.; there exist 8, >8 for any given

5, and }6i~sets L < x%i so that

+*
(1.1) P (A-B) < ¢
n
where B =U Li’ and that
1 n
(1.2) I i () - I(?)Hq < e.

1 and vco are called respectively the weak and the

s=rcng Vitali conditions. If A is a countable linearly ordered set, then any

The conditions V

s;ochestic basis (3‘5, A) satisfies Vo The ordinary differentiation basis
saticfies the strong Vitali comdition V_ (See [1] or [4; p.20g], in [1] v_
hes been denoted by Vo) > and the strong differentiation basis has the property
v, (see [4; p.210}).
*
., stochectic basis 1s said to satisfy the Vitali condition Vq, if it satis-
fizs the conditions of Definition 1, replacing lim sup by ess lim sup and A

*
by A'. Both definitions of V_ and v; are due to Krickeberg ([5], [6]. Ee

* *
denot V. byV d VvV ).
endotes Vq and a y a an q)

Definition 2. Iet b >0,1<q<® and V= [sup [x(8)] <b].

(xs, Ka 5 &) is said to satisfy the condition (A,b)q, if for every 3, €4

there exists 0 <c¢ < ® such that for any given Byr0ees 5 in af{d > 60)

*
and L, eV 3-
i 81 51

tions y' =y'(n), ¥y'' = y''(n) with IIy'Hch,Hy"“ch so that there

s there are 5 238, (i=1,2,...,m) and }n-measura.ble func-

exist 5,1 " 61 S”i,a Seeee< Ni,k, =M and }Z -measurable functions x! = z'j'.(-f),

1
i
:ci' = :~-':i'(n) satisfying for 1 = 1,2,...,mand j=n+1, ...,n
( A = ' 4
(1.2) = Z(n) x&' In ¥V, %; Sein Ly» -‘-5'20 in LJ,
(1.h; j ::(81) < f ¥ +f zi
L L.A L, -A

1 i1 i1



(1'5) {. =D ) > a vt o+ [ x!',
R S - L,-B, °
3 bigbs s B
ez C ey . pmdn
= ( > 1 o B, = o .
where Ai {k Ski r‘i,ﬁ-: s 1] nd BJ ‘\k Skj X(“J,k) < b‘]‘

Definition 3. A4 stockastic nrocess (x.é, '7' 8,A) is s martinggle, if

-
£ =+ AY fa 3 shoclachic Dasis, Xz 1s inleguabie; aul L7 for 8' <5

' '_..?

Aita! Car) ® X, @e@., Whera 2(':;_6, \J"a,) is the Raden-Nilodym derivacive of

3
sbe ipbegral of Xg relataive Go 5—6, .
If (x5, Fgs0) 1s & rartingale and s ||x8||q5K<co, thea the

~zdition (A,b)q is saticfled for every b >0, by taking g >3,

G = 1,2 000,m), ¥ ="' . x(n), Ny,2 =M x’izmin (3‘(11 )s b], xg' = :
uar [z(n ), -1}, and ¢ > mex [b, K.

2. Martingale convergence theorems

Theorem 1. If 1<gq <o, p'l + cfl =1 and (xa,}a, A) 1is a stochastic
pracess satisfying the Vitali condition Vq, then Xg converges a.e. where
SXPIKSK b, provided (A,'t:r)P is satisfied for some b > 0.

Proof. Suppose that it is false and 80 € A. Then there exist two real

*
ruwbers a <d and a sct V with P (V) >0 such that

(2.1) sup || <, limgupx6>d>a>lin%n1’x§
on V. Put

K =V (x. >d)
(2.2) Ky = Vg (x4 .

Then limrsup Ka-) V. By the Vitali condition Vq, for 1> ¢ >0 there exdst

&, > 38
i

_ e _
0 and Li € I\Sijai, i=1,.e.y n, such that

¥ n
(2.3) P(7-4)<e [|22(n) - 1], <.
1 q

n
where A =UL . Put
li



(2.4) Hy = A’\T; (x5 < o).

By V, egalm, for 81 >0, % =l,..., n, there exist 5, >8) and Ly e Hﬁdf}’a ,

j = n+l’cao,m, such th:t

#* n
(2.5) P(AvV-B)<e || = ..\L ) - 1(&)! | < g,
nil °
m
vhere B= U L,. By the coniition (A,b)_, there exist c, n, ¥'5 ¥'', x]
' n+l ¥ P
witoemd my oo (11, veeyly seeym; k= 1, ...,ki) satisfying the conditions
, _
k) (A,b) . Foreach i1y ..., 0y, let 8, Dbe the first k Sk, guch that
k) >b if there is one, and s; = ctherwise. Then for i =1, «cap 1
"‘J
(2.6) g =t < f g+ =
L, Vi Li(si < oo0) JLi(si— o)L

n ( n : nf
dZPL)SZ‘ y' +Z N x! .
1 1 1 Li(si <o) 1 Li(si =) 1

*
Choose B, so large such that P(Vz5 - V;) <efor 5>, Then
0

n . a .
i jL:L[(S m)_v«] x} <e ): P(L ks = o) 'VnJ) -c P([{ Li[(si=m)- v”])

n *
+c P(tir L [(sy= oo)-V"])

[i (L) -P(A)] +cP(UL [(s4= o) 'vn])

* * *
<ce+cP(A-V ) <ce+c PV, -V <2ce
, n = 8 n

Hence

(.7) z jL [(s . ) v ] x! < 2ca.
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* *
Since q < @, we can assume that B3, 1s so large that P(V6 - VS) < el for
0

- every O >80. Then

(2.8) JV oy 7] < livtl] e<ece
so :

n
* , *
Put D=UL(s, <o} Since V. C (s, = o) for each 1 and DC ACVy,
1 ivii 7 i 80

JD v S JAJT: l;\"}! fi JV-:& - TR IY'! Lce

So n
3y (2.3),
n I n
= (e <o) ¥ p ¥ S HE ) Ty, < ce
1 ivi 1
Hence
n
]
(2.9) iSLi(si <o) Y < 2ce.

From (2.9), (2.7) and (2.6),

(2.10) a % P(L,) Shee+ % J’L.V*' x}.
in
Simil_arly,
m m
(2,11) a nil P(Lj) > -hce + nilj LJV;’; x:_.j' .
i-1
Put L:"_=Ll and L:I',:Li' \'il Ii': for i =2,.e.,n and L1'1+ =Ln+l and
=1
LSI = Lj - nzl LII: for j = n+2,...,m. Define z' = xJ!_ on each L:;_ and z''= x&'

on each L"j. Then

n . n

1 t - '

(2.12) iJL S ,gAv* at + °[§ B(1,) - P(a)] 5jAv* 2! +cs
i n n n



Similarly,

( z |

2.13) D R « 2'' - ce.
ntl " ._Jj ‘/'ﬁ J JBV_',’

Hence

(2.14) ' JAv* z' - JBv* zt* EcP[(A-B)V-;g] < ¢ P(A-B)
4 n

< DPEAV-E} + P#A-T) < 2e.

From (2.10)-{2.1%), we heve

m
Mi,) -a I P(L,) <12 ce.
= n+l d

12.15) d

HM B

Thus we completed the proof.
Theorem 2. ILet ( j 5 »8) satisfy the Vitali condition Vq and (:x;(5 ’ 5 5 A
be a martingale with WD Hxsl lp < oo, where p >1 and p-l + q'l = 1. Then
2".6 converges a.e.
Proof. For p = 1, it follows imediately from Theorem 4.2 of [l] that
] . . .
_JAm J% exists a.e., and for p > 1 Theorem 1 states that lﬁx x:a exists a.e.

are finite. Hence we need only to prove

where both lim Asup xa and lim AJ.nf x&

that under the conditions of Theorem 2, both lim sup x‘& and lim inf xs are
TAY A

finite a.e.

Assume that V = (l:l.mAsup X5 = ) and P¥(V)>a >0. Then by vq, for

any 0<K<o00, €¢ >0, and 8, €4, there exist 815 Bps eeey B andjai-sets

L, C [%(5,) > K] such that 5; > 8, and

(2.16) P(4) >a, || 1;;11(1.1) - 1:(A)Hq <e,
1

m
vhere A =UL,. Take n >5, (i =1,2,...,m). Then
1

i



T

m m
K < = JLix(si)--i:jLi:(n)sll? ') -I(A)“qllx(n)Hp.i-||‘x,(n)”p

B

[
I
=

< (1 + e x(n)llp-

Hence we arrive at a contradiction and P(V) = 0. Similarly, P(lim A'.'.n:t‘ Xy = = ®)=0

From the previous proofs, immediately we have:

Corollary 1. Both Theorems 1 and 2 hold, if we replacs vq by V‘E, sup by
@ss sup and convergence by essentisl convergence. _

Corollary 1 completes a theorem due to Krickeberg [5; Theorem 3.5J on essential
coavergegce of martingales of decreasing stochastic basis.

3. A convergence theorem of maﬁingales geuerated by cell function.

Let S be a family of '#-sets with positive measures. Each element in is
called a cell. A partition of a set X < g is a sequence of pone-overlapping
celis I, with ogoln = X and any cell meets at most a finite number of I,.

Tor a family % of cells, each cell in % is called a %-cell. A (%) will
be the union of all % -cells, %_“ the family of cells which are finite unions
of % -cells, and for a set x,g;x is the family of all §-cells which are
subsets of X. A complex }( is a finite family of non-overlapping cells. For
a complex k , define P(A ) = P(A(/f )). For two families § a.nd/){ of cells,
ir gc}{ Y we say that H_ refines ff' , or X 1s'§r-f1ne, denoted by % <){ .
Por two complexes /ﬁ and ,Eﬁb, /.,Lb is said to be a bordering complex of fC , if
every A -cell is cogtained in some ~ b-cell_ and no kb-cen is contained in
Ibgu (or equivalently A(/A )). For a cell I, s partition /é of I is said
to be pebordering (p » 1), if for ceck spkhk .F ¢ 4 and surk oMl i C 117
with A(H ) # J, there exdsts a bordering complex ,Léb of A with /{bc ZuJ
and P( 4.%) <p B( ). & will be said to have the p-bordering property, if
to every cell I and every complex /ﬁ of subcells of I, there corrssponds a

A -fire p-bordering partition of I.

¢ -



Assume that the family /\ of all partitions A of Q forms a directed
set wilth respect to the order > (refinement). For each \e A, let gx
the o~-algebra generated by the A-cells. )
Theorem 3. Let (ﬁ.’ 3 \? A) be a martingale and Ap have the p-bordering

property with 1 <p <. ILet B be an 9 ~cell V= [ swp [:a] <1] for

O }\.>Xo

0<b <00, and c=2pb. For any given Ay Mseses hgeses A in A (x >2)

i=l’ 2,...,1!1 inA

and [f | -sets 1, C B 5 there exlsts > )y,

1
that

.1 Q ) < ep[L, (x >b’f__ - (1),
(3 ) \}Li x( 1/ = [i(k(n) - )] + Lifx(n) <b] x( )(n), i:__l,’..’n’

(3.2) 5 x()\. ) > -cP[L (x(n) < -b)] f xtn) > b] . (ﬂ), j=n+l,...,m,

J
where
(3-3) CxB(e) s x (0) =) ar wren, w44
1=1yeee, 0 j=n+1...,m
(3.1) | x(i)(w) =c = -x(;}')(__w) 1f ©eleN , IV = @, i=1,..., n;

n+l,‘.., m.

[N
1

Proof. We can and will assume that each L; is an 31. -cell. lLet 5’
i

be a partition of Q such that n' >7Li, i=1,000y Oyeee, m, Let}’ = n'B.
Theny is a complex and Lj_t-:?u for each i = 1,..., m. By the p-bordering
property of » there exists a 9 ~fine, p-bordering partition & of B. Put
N =Nnt(Q-B) UB, Then,Ne N anan>n: >Ags 4= Leee, @ For each

1=21ee0,n et f/ = [TlTens, w=4. 1 f/, = 4, then



g

i / Ly [1x(n)] <be(7” N j L, {|=("] <b,'ix(i)(ﬁ)

s
N
™

"
A

?l
~—

l
HL"

[l
TN
~

|

"4

‘.
-~y

S E T,

.‘6
g ;J = L., then sizre IL..7. V.,
i
'“ ] - . - ! Lo [ . RS
: > ) R DL - o s R e ey, r e S o, wn, < -b)y
J s .,-)._l) S ol '.4_.‘,'_ s Y TR, T = __Li_ LTS )J

S Al 2 . Ly (=2 - iR @) = cPELi(X(ﬁ) >1b)] +

. . ) B . ;o N . LA [
Now assvme *hat 2 LF AR T '.1Li.. Since A( IZ( j..) L e 8 and

lf!o\// . g™ _, by Fios o-doTlering propeviy of 0, there =xists a commlex

R ; ; b

i PR & - / - ] ! -

OO Li such that every g/ i cell 1s contained in some A i cell, IV #£0

for every [{ ?.-cell I, and that P( K E’) <pP (MK 5_)' Hence

x(n) = [ x(n) - [ '
\,.( Al le.) J Al 3) /A(/f/z) - Ak )

%(n)

< bp{_/}' O b[P( {{,E) - 1?(/(_ i)] < 2P K 2) < cP(/a(,i).

Therefcre
/ r /
(o x0g) = (L oxt) = [0y xt) + f x(n)
Jrn, T Ju Jal i) L-ACK )
< enf i/ ) , x(r )
- a0 L -al Hy ;) ¢

<o ACA @) 20 + eral K ) (Ixt)| < b)) +

{ .
< Ly-A(K i)][l::(n)l <bjx('*;) < eP{z, (1x(m)] <v)] +
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(1)
* JLill::(n)l <p)* ().
Since by (3.4)

' () -
v( LiI:X(n) <- b] ) = 2|1, (x(n) < - )],

Similarly we can prove (3.2). ’

Theorem 4. Iet (J&, 5 A\ /\ ) be a martingale satisfying the weak Vitali
condition Vl and ,(JQ have the p-bordering property with 1 <p < co. Then
x, converges a.e. vhere sw|x | < oo,

RS
Proof. Thaeorer. 3 states that (:;A, 7 ¥ /\ ) satisfies the condition

(n, b)co wor every b > 0. Therefore, Theorem 4 follows from Theorem 1 irmedi-

Theorem 3 includes Tleoren IY of Ruwsovwitbz' ].7,] , wich in +turn {See [‘7 H p.29])

includes a theorex of Vard {8; p,llt_‘-'.l .
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