THE LIMITING DISTRIBUTION OF THE MAXIMUM TERM
IN A SEQUENCE OF RANDOM VARIABLES DEFINED
ON A MARKOV CHAIN¥*
by

Augustus J. Fabens and Marcel F. Neuts*¥

Department of Statistics
Division of Mathematical Ssiences
Mimeograph Series No, 199

August 1969

¥This research was partly supported by the Office of Naval Research Contract NONR 1100(26)
at Purdue University. Reproduction in whole or in part is permitted for any purpose
of the United States Government.

**The first author is from the Department of Mathematics, Boston College, Chestnut Hill,
Massachusetts. The second author was on sabbatical leave at Cornell University during

the academic year 1968-1969.



THE LIMITING DISTRIBUTION OF THE MAXIMUM TERM
IN A SEQUENCE OF RANDOM VARIABLES DEFINED
ON A MARKOV CHAIN

0. SUMMARY

Gnedenko's classical work [1] on the limit of the distribution
of the maximum of a sequence of independent random variables is extended
to the distribution of the maximum of a sequence of random variables

defined on a finite Markov chain.



1. INTRODUCTION

Let {Jn, n > 0} be a finite, irreducible Markov chain on the
state space {1,...,m} with transition probability matrix P = {pij}
and let xl,xz,... be a sequence of random variables which are
conditionally independent, given the Markov chain {Jn}. Furthermore
we assume that:

PIX, < x|3 _, =i, Jp= 3t =F ), n>1

independently of n. For a pair (i,j) such that Pij =0, Fij(x) is

arbitrary. We set:

Qij(x) = pijFij(x) = P{Xn X, J o= =i} , n> 1. 1)
If the random variables Xn are nonnegative and nontrivial, they
may be considered as the sojourn times of a semi-Markov process whose
transition matrix is Q(.) = {Qij(')}.
The semi-Markov process defined by Q is thought of as a process
which remains a time Xn in each state Jn-l before jumping to state

Jn, with a transition into state J0 assumed to have occured at time

zZero.

Given a matrix R of real constants, the probability that, given
the initial state i, the Markov chain {Jn} is in state j after the
nth transition and that for all n transitions the corresponding
X-variable did not exceed the constant R whenever the transition

k2
was from state k to state & is giVen by:
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P(Jn = j, Xv i'RJv-l’Jv(v = 1,...,n)]J0 =i) = [(Q(R))n]ij , @ i

i.e., the (i,j)th element of the nth matrix power of the matrix whose
(k,2)th element is QkZ(sz)‘ For n =1, this formula is just (1). :
Induction on. n gives the rest quite simply.

The matrix power here is the analogue of the ordinary real-number
power of the distribution function in the formula for the distribution

of the maximum of a sequence of independent, identically distributed

random variables. It is our purpose to extend Gnedenko's classical work

on the limits of such distributions [1] to the present case.
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2. THE APERIODIC CASE
Our principal result is the following:

,
Theorem 1. Suppose we are given an irreducible, mxm matrix of
transition distributions, as defined above, in which the Markov chain

Jn is aperiodic, so that

where I is a stochastic matrix with every row the same vector
T = (nl,...,nm). If aijn and bijn G3,j=1,...,m; n=1,2,...)
are real constants such that

ik

11mn+m[Fij(aijnx + bijn Qij(x) s 3)

let Th (n = 1,2,...) be mxm matrices such that

7.1, R

ij ~ Qi'(

; aijn + b.. ) .

ij ijn

Then n I
11mn+an =

T BEEt
where x 1is the scalar 1,551 [¢ij (Rij)] .

The ¢ij(-) may be some of the possible extremé value distributions
given by Gnedenko or may be improper. The result, in intuitive terms, is
that certain events which are dependent for finite n, become asymptotically
independent as n + «, The limiting probability sought is merely the
limiting probability of being in state j multiplied by a factor

representing the limiting probability of never exceeding any of the




a.. R.. +b.. . Since each state is visited infinitely often, the factor

ijnij ijn

X 1is a product of the Qij's, but with exponents to correct for the

fact that a.. R.. +b.. is the argument associated in (3) with n
ijnij ijn :

visits to phase state (i,j), whereas in n steps of the semi-Markov

process in equilibrium only an expected number "ipijn of visits are

made.

By identifying the cijn with the Fij(aijnRij + bijn) and the
¢ij with the @ij(Rij), the theorem may be stated more generally:

Theorem I'. If P is an mxm stochastic matrix such that limn+w Pn =0

where Hij = ™5 and Th is the matrix defined by [Th]ij = cijnpij
. n
where the cijn e [0,1] and 11mn+m (cijn) = ¢ij’ then
n )
llmn_m Tn = XI
n
T
where y = ie1 ¢ij .
Proof: We first note that if for any index pair (o,B8), ¢a8 = 0 and
. n . .
PaB > 0, then 1lim Th = 0. For, consider the matrix A: Aij = Pij

if (1,j) # (a,B) and AaB = pae/z. Since P is finite and irreducible,
A is also, and so by the Frobenius theory of positive matrices (see for
example [2], p. 47Sff) the spectral radius of A, A(A) > 0, is an eigen-
value associated with a left eigenvector with all positive components.

From this, since Zj Aaj < 1, it is easy to see that A(A) < 1. Since

for sufficiently large n, [Tn]ij E-Aij for all (i,j), we have

A(Th) < A(A) <1 for all sufficiently large n, so Tnn + 0
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If PaB = 0, then FaB is irrelevant and we can arbitrarily define

¢a6 = 1. Thus we only have to prove the theorem for the case ¢ij >0

for all (i,j). In this case, since c.. no, ) we can say

ijn ij

cijn =14+ Aij/n + 0(1/n), where, in fact, Aij = log ¢ij' Thus we

can express

_ r 1
Th = P 5 +o@®
where I 1is the constant matrix with elements Pij = Aijpij and

0(1/n) is a matrix whose norm  is o(1/n). The norm of a matrix is
here the maximum of the absolute row sums.

Next we point out that in the limit the term o(1/n) in Tn
can be omitted. Writing A =P+ I'/n, we have IIAnll <1, for
sufficiently large n, since I has all non-positive elements. Then

n n T om n-j o(1),’
S L N

< Izl o(1) ’ < eo(l) - 10
- . j! 2
j=1
T n .
To determine the limit of (P + 5) s consider the expansion

@+ H°

"
1} 1
[y

_ - pn-1 T -2 T eor o I on-1
where UO = P, U1 =P =+ P = P+ + = P se+s, and Uj
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m m m,
consists of (?) terms of the form P 0 E-P 1L..L pJ (m, +m, + -
J n n_ n 0 1
m, = n-j).
3 i)
Let U* be (n) EL HE-"° Iﬂ where there are j factors of
j j° 'n'n n °’ :

r/n. Since 0l =g for all i > 0, U; resembles, though is not exactly
the same as, t% with 1 substituted for P.
Since 1 has all rows alike, straightforward matrix multiplication

yields NIl = kNI, IrATn = KZH > etc., where «k is the scalar

j : n .
Lij mlyye Tus ur = DS, end lim ,-Zo U = 1. Since

m
m.P..
- K=|] i"ij . . .
I‘ij Pij logq)ij s € iljd1 ¢ij » which gives for 1im & U; the
result predicted for 1im Thn .

The remainder of the proof consists of showing that for sufficiently
large n, the substitution of I U} for I Uj introduces an error

A= ||z Uj -z U;ll which is less than e. To this end, for any n > 0,

choose K so that [|P* - n|| < if i > K. Now let us classify the
terms of Uj into "good terms', in which all the exponents of the P's,
mO""’mj’ are at least K, and '"bad terms', in which mi < K for at

least one i.
n . n - (j+1)K
Of the (j) terms in U&, ( j ) are good terms, and the

essence of our argument is that the good terms in the expansion 3 Uj
correspond closely to terms in I U; and contribute small errors to

A, but that for sufficiently large n, they constitute most of the
terms. (In this discussion, to eliminate special cases and to simplify
the limits on many sums, we use the binomial coefficient and factorial

power symbols (?) and mcl) with their'customary meanings if m > 0
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since nj > n(j) > n(j) - [n - (j+1)K](j). The second sum is the tail
of a convergent series, so J can be chosen to make‘the second sum
less than ¢/3 uniformly in n. With J fixed, we can take n
sufficiently large to guarantee that in the first sum n - (j+1)K > 0
so that n(j) - [n - (j+1)K](j) is a polynomial of degree j-1. The
first sum is then O0(1/n) and can be made less than ¢/3 by taking
n sufficiently large. Thus we have shown A to consist of three

terms, each less than ¢/3, which completes the proof.



3.  THE PERIODIC CASE

In the case of a process with Markov chain Jn periodic with period
d we do not have convergence of P" to a single matrix 1, but rather

: d _ . nd+i _ _ i i .
llmn*w Pn = HO and 11mn_>c° P = Hi = nOP = P i-=1,..,d-1).

0

Also the Cesaro limit exists:

)

lim ,l
No>o @ 3

It o~

j 1
= vt . = cee
. P o= 1 d(110 + * Iy

where [I' has for every row the m-tuple (nl',...,nm') . An intuitive
argument similar to the one after the statement of theorem 1 leads us to

expect the following:

Theorem 2. Given a finite, irreducible matrix of transition distributions
with Markov chain Jn periodic with period d, for Tn defined as in

theorem 1 and the Ill-matrices defined above, we have

lim | (T, 0" - XL (o= 0,1,...,d1)

and

7.9 = xII*

. 1
linm ﬁ' j

=0

n'M:S
ot

J

where x is now defined in terms of the Cesaro limit probabilities:
m

n,'P, .
= 1] i ij
X —i,j=1[¢ij(Rij)]

-10-
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Proof: Notice that with appropriate renumbering of states, P falls

into blocks P as

o ¥ o o o . 0
o o0 % o o .0
3
p=1l0o o o0 % o0 ... o0 ,
6o o o o o .. %
& o o0 o o0 ... 0
and U =P falls into diagonal blocks U (i = 1,...,d). Similarly,

Thdd’ which we shall call Un for short, falls into diagonal blocks
i . i . in 4
”h and Ty into diagonal blocks g+ For each i, “U - no and

[ivn]jk = cjkn[iuljk where each ’cjkn is some polynomial in the

(

Fuv auvnRuv+buvn) (yyv = 1,...,m) with coefficients in [0,1], and

. n . i . ps
S0 11mn¢m (cjkn) exists. Thus Vn satisfies the hypotheses of

Theorem 1, and for some X; € [0,1] we have ivn“>» xilno .

We call AO' the matrix of the diagonal blocks 1AO = xilno SO

T

n . 1
we may say V=~ + Ag. Since T =P+ -+ o() and thus T, - Pl ~0,

0

+1

. nd po 14 nd+l _ .. nd =
we have lzmﬂhd. P = lim Tﬁd = lim PThd so that PAO AP.

0

This matrix and n1 have the same block structure as P, but the top

block of Pno is 1(PAO) = 1P 2Ao = 1P Xp zno = Xg lnl and the same

1 1II

o1 1, 1 1 -
block of AOP is (AOP) = Ao P Xy L P = Xy 0pe Thus Xy = Xy e
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Similar examination of the other blocks gives X5 = Xj41

1 i-=2,...,d-1)

so that Ay = xTg for some .

To determine y, write V,= U+ §-+ o(%a . For each diagonal

block we have established 1U§ > xln But from the proof of the theorem 1'

ol
K . . i ii i .

we know y = e- where « is defined by no A HO = K no, and since

this is true for each i, we have noAno = KHO for the whole matrix.

Multiplying on the right by P and using the relationships M1 =

- = 1 - =
Pni = HiP and ' = d(no * + nd-l)’ we get I Ani = KHi and so

0

noAn' = k', whence left-multiplication by P yields Nn'aAn' = «n',

d
But ¥ = P+ L+ o)) so n'v
n nd n n

a . .
rets 7P L -3 , o(;ll-))n'
j=

r 1
| ] " - ' — 1 ] '
ma«+ I 5 '+ o(n) « But also, 1 Vnn

3y oy mro= 1t e 1800 s ock
o+ e 0(59) A' =1 + n'nn' + o(n)

so that n'Al' = I'TH' and « is also the solution of N'TH' = «N',
which is « = J ' T, which establishes the limit of T " .

ij
Noting as before that ||Th - P|| » 0, the other limits follow trivially,
The results do not depend on particular state labeling, so the original

numbering may be restored and the proof is complete,




but define them both to be zero for any m<O0.)
For a good term, writing ||r|| = y and noting that ||n]| =

11P']] = 1, we have

m m.

P oL ...lpd (gl ... Iy

n n n n
Lpd _qLpll ... Ly
n n n n
00 'Inr... r Hr mj Hr..._llnz_nll < 4] Yj
n RPN GelnG)™

Thus the total contribution to A of errors associated with good terms is

S .n - (GHK, . v 3
tg< L CTPY g
o j
< n 1 G = nasy)e’
j=0 j!

So, given ¢ > 0, choose K so that HP’1 - 0|} < e/(3(1+Y)eY) for

all i > K, then Ag < ¢/3, independent of n.

The norm of any term from U or u; is less than (%JJ , so the
contribution to A from bad terms of the uj's and from terms of the
u;'s not accounted for in Ag at worst is

v n - (3+1)X j
6 < 2§ (M- G0
b j=o J n

(6D . (3) i
n = [n'(J+1)K] (%_)J + 2
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