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Abstract

A confidence ipterVal (or test) is obtained for.thé'ﬁqpulation
'coefficient of véxiation. The procedure is based on the jackknife.
A Monte Carlobsimulation compares it‘to.the‘chi’squa:e approximatibn'
of McKay GJRSS,.1932). An extension to two sample probiems and an

application is given.



1. Introduction

Let X;peees X Be independent n(u.cz) random variables. Let
B =a/|ul, u %id denote the coefficient of variatioﬁ. This paper reviews
“the classical,cOnfidénce interval for 8 suggested by'MéKay.[1932],
and.compares:it to a confidence intervai based én thé j;ckknife
technique, i | | o | .

>Sectiqn‘2‘piesents the situation describéd above,.as well_és a
Monte Carlo simulation of McKay's result and the jaékknife version.
Sectién 3 gene#aliies.th¢5e re#ults to_goﬁevtwg sample cases. Finally,

Section 4 preSentS_ an application to a biolegical probiex#.

2, Confidence Intervals -

X =07t [ (D7, Mokay [1932] obtains the distribution of
b = s/|X| -
- MZ o m2 e ga g g
2

2 .’«“'r.’.(’l‘-;—l-)

In what £oliéw_s ’ the. maximum likelihood estimee' (Lmn) ’e-g'timat-e of_a
will be used (assunung normality), ’me.ho:"e coqp_liqatad unbiase&
estxmate of q could also be used. | | |

Perhaps g-more useful fact was_Mckay's;ajproximdtian that if

b®
B2 .3 — L -%}—- has approximately a ch;-square dlstrlbutlon with

1+b



(n-1) dégrees‘of freedom. This approximation was further substantiated
by Fieller-[lgszjvand Pearson [1932], Thus; if xi_l;a denotes the upper
a point of a chi-SQuare distribution with n-ifdegrees-of-freedom.

oy, 2,02 :
'.P(Xz-'; f_.’%.gf_é-l)..l-q, | (1.2)

nfl;l—a B (1+b )

Consequently, an approximate (1-«) x 100* confldence 1nterva1 for

N AT
Q’ > i; " -1 ' . )

B is
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Similér results hold for two-sided intervals, or tests of hypotheses.
. Without- the assumptlon of normal;ty, this ch;-square approx1mat10n

‘is not valid. Under the normality assumption,
var (®) 5 82(e28D)/(2m). @3y

Without the assumption of normality, the situatien is more complicated.

If thebparent.population'has vth

céntral'mdnents s then
Ry e 6l

. var (b) = - r — (1.4)
SRR ,_~4n“i"2 o R ‘ »

as shdynvin_cfamér-[1946].‘ Thus;.assgming(the skéwn§s$; ug, is zero,
if'theﬁkurtosisjis poSitive (u4 > Sugj, the confidencé interval in (152)
is too small (or has true level less than (1-u) x 100%) The converse
situat;on obtains if the kurtosis is negatzve.
The Jackknlfe technique however, provides an approxlmate confidence

1nterva1 (or test) for 8 regardless of the dlstributlon assumpt1ons.



Theorems 8 and 9 of Arvesen [1969] show this (asymptétically exact), as
long as the parent population has finite fourth moments. In practice,
with a finite number of observations, one would prefer to use the

jackknife on a transformation of b. Let ¢ = 1/b, f“- 1/8, then
var(c) = (2*@2)/2n B (1.5)

with the normality assumption. Hence an appropriate var;ance

, stab111z1ng transformation can be readily seen to be f '
 log (c+(2+c2)%); | 1.6

Note that if c'isllarge Cb small) this is’proportional:tb log (c).
It was preferable to work with thelstatistic ¢ rather'than b as iﬁs
. distribution fends to be more symmetric. An earlier Monte Carlo
result also bears this out. | |

| Thus, following the notation in Arveseﬁ [1969];'if a denotes the
jackknifé'estimété.of log(v+(2*yz)%)‘basedloh the esfiﬁafg of
log (c+(2+c2)¥), énd sf denotes the sum of squares of pseudo valﬁes. an
‘approxinate (lwa) X 108% 1eve1 lawer confidence interval fbr

loz (v*(2+v ) ) is

[JL = e_‘za SG/E’ ®),
where Z is the upper o point of a standard normal. Hence an approximate
(1-a) x 100% level upper confidence interval for g i given by

[0, (e -z)/(ze“)l o a.n

This assumes that in u51ng the jakcknifb, the mmber of groups, n, is large.

In practice, n mo:e than 30 seems to suffice. Otherwise the t-dlstrzbutlon

is ﬁSed.



A Monte'Car;o simulation was run to assess these ihtervals. A
- sample of 25 ihdependent pseudo random variables with means u = 10,5,3,%5

2 and 1, with standard deviation o = 1 was generated. Thus 6 = .1,.2,.3,.5
and 1 for the'earent population. The methed of_generdtien.is described

in Rubin [1972];: Each time a pseudo random variablezisféenerated, it -
is transformed for the five B values. Three parentrpopdiations were _.:
chosen, normal, »double exponential; and uniform. It waS=noted whether

the interval in (1. 2), or the Jackkn1fe 1nterva1 covered the true 8 at

the approprlate level. The transformation c = 1/b as well as the more
‘complicated transformatlon of (1.7) were used Since n = 25, the upper
a po1nt of a t dlstributlon with 24 degrees of freedom was used 1nstead
“of the normal d1str1but1on. Of course, the pract;cal-dlfference is
essent1a11y-nil, however slightly better'results were ebtained. Confidence _
levels of‘Qd% and 95% were selected. 'Theesimulation‘res repeated 1000 |
times. Thus, a total of 75,000 pseudo random var;ables were generated
'-dThe results are g;ven in tables I and II for the nom1na1 90% and 95%
confidence 1ntervals. . |

In exam1n1ng,tab1esﬁl'and II one notes the low.eeverage,of McKay's_

interval for the double exponent:al, and the hlgh coverage for the
»vun1fbrm. In addztion, McKay's interval seems to give too much coverage
for iarge values of B. The jackknxfe,'at least as used in (1,7), performs
quite admirablf:for all three distributions. From e-practical.point

of view, a user would want to dec1de whether simply the log or no

'transformat:on of ¢ is necessary.



3. Two sample cases

In Lorhding [1969], the following problem was treated. Given

X, . are independent ﬂ(u . B U. ), j=1,..,n the MLE of B is

ij
A [(2(1+2b )’5(1+zb )%) ((1+2b%) (1+2b2) - 1)]’5 R
| (1+b1)* (vl |
- where b; = si/|Y1|, i=1,2, and 'i'i, sz ate the sample mean and MLE of

the ith population variance, i=1,2, Zeigler [1972] shows that

E 3 ((b§+b§))%,.and thus for 82 small, an.appropriate'transferhation |
 is log 8 upon. which to base the jackknife. It is not clear wheeher :

| another transformatlon would be preferable. Thus an. approxlmate

(l-a) x 100% level upper confidence interval for log B based on the
~jackknife would be [0, e+z s./#"], and hence for 8 the interval would be
(o0, exp(e+z s»/J')] This assumes a randomly selected pair xIJ xzj is
» deleted each t1me, J:l,...,n, and n is large.

‘A similar procedure would hold for the k.sample_eese. Zeigler.proposes

,‘/ v p -—4-: ’ - %
1. 2
k 'pi
.| Cis1 100} | L |
k b, T
-3 S |
kES-L T s
i=1 1+b;

‘as an estimate in this case. He also shows that this'estimate is
essentially equivalent to Lohrding's if B is small'(B‘j_;SO) and
k = 2. . s

Another p0351b111ty in the two sample case is that one has



(X,:» X,.)* independent 7N |(u,,u,)3l =~ ' » J®l,..0,0,

1j° 72j v 1°72 2

v po.0,. @ .
_ 172 2
with |p|< 1, u; $0, i =1,2. In this case the MLE of 8, =0,/ |u; |, ave
b, = Si/IRAI,»i=i,2. The joint density of b,,b, when p is unknown is
undoubtedly véry complicated. In fact, an approkimation,suchvas
McKay's is probably also difficult when p is unknown. But a confidence
interval for B,/8, can readily be obtained using the jackknife.
Take as an initial estimate of 6 = log (81/82), the estimate log (bllbz)’

and apply thevjackknifertechnique. With 6,,s§'as definéd above, a

v : , e o
(1-o) x 100% level two-sided confidence interval forfBI/BZ is

[exp (8- Z,,, s5//®), exp (042 /2°55/ 7).

4. An Application .
Considér»the model
Yadgk = ¥1 % %15 * By Y Yia5 * S1q5k0
Yoo = U b G+ B b Yoi: ¥ Eneirs
2ijk © "2 T2i 2j  T2ij 2ijk*

‘i’ﬂbl’.fl»’ I’ j=1.'npg J’ k?l,gnn, K‘

ij?
, SR . 2 .
(¢,€,)" distributed independent '/l((o,o), ("’1 "°1°2) . Let
L pg.o 'oz':
12 ‘2.

B, = ?z/luzl' which has as MLE b, = s,/[V, |, #=1,2. ¥, . -
denotes the overall mean, and v" ‘ _.



thlzj-lzk 1 (Y!,i,jk 2ljp) ]/(21. Zj. ij), L= 1.2.

In Ithaklssios et al [1972], interest centered on the coefflclent
of variation. for data measuring Cadmium uptake in the 11ver of rats. |
The data was reeopded from an experlmental design asvglven above with
1=2J=4,K,=5K

13 2§ ~
Cadmium 1n3ect1on was 1ntravenous or 1ntraper1ntonea1 J .denotes a

The I factor denotes whether the

}batch effect, and,the K factor is repllcatlon. The deta was recorded
both for total Cadmium uptake, and for Cadmium uptake per gm. of liver
tissue on eacﬁ'anihai. Thus the data is (poss1b1y) correlated |
The Jackkn1fe applied to these data y1e1ded as a 99% confldence
interval for»log‘(B /82) the interval [-1.43,-.37]. ‘Thus a 99% |
C.I. for 81/82 is the interval [. 24, 69]. | |
Using the coefflclent of variation as a measure of prec1sxon, one
sees that more preclse results are obtalned record1ng the data on a
whole body basis rather than on a per gm, basis, This leads one to :
conjecture that Cd. uptake in thevliver of rats is net'a‘function of

organ size.



TABLE I - Empirical Coverage Probability -

Nominal-significance'level = .90

8 McKay's interval c = 1/b  Interval of (1.7)

Ll .881 .884 ~ .901
2 .es4 .876 o .902
Normal s 880 S
Distribution fs -889 _ 875 _ -901
.5 895 876 900
1.0 .926 .894 905
1 770 .88l L899
.2 780 .880 - .898
. Double - o '
exponential .3 .790 ‘ .88 - . .902
Distribution - = — o '
.5 - ,808 .895 © . .905
1.0 .888 .904 - L016
a1 .966 .873 O L801
.2 965 .81 .89
Uniform : , oy o
pistribution = 3 .965 877 4891
| | .5 .952 .883 .896

1.0 957 . .e09 . .919



TABLE II - Empirical Coverage Probability

Nominal significance level = .95

B McKay's interval ¢ -.1/b} .Ihterval of (1.7)

% .944 .93 . 954
2 Lo .38 . .954
Normal v _ o a7 o
Distribution '~~'3. 942 +935 S -956
.5 . ,947 .941 o .956
1.0 .974 .949 | .960
1 .80 L83 957
R .851 .93 952
Double S : .
exponential .3 854 o ,938 956
Distribution S ‘ : | :
- .5 .881 .942 ,954
100 .2 .94 959
o w2 .8 .93l .45
Uniform L
Distribution  °3 983 °?§° | R
| .5 - .98% 035 . .948

1.0 ~ ,987 954 © . .960
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