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SUMMARY

The problem of selecting the best among a set of populations (treatments)
which are better than a control (or standard) using an elimination type
two-stage procedure for the case of normal populations is studied. After
retaining good populations based on a Bayes decision rule, at Stage 2 one
takes additiona] samp1es from selected populations according to the stopping
rule Ni which provides the 100(1-2a)% Highest Posterior Density (HPD) credible
region with a common width 2d for each selected population. Then one decides on
the choice of the best population based on the overall sample means. The

proposed stopping rule Ni is shown to be asymptotically efficient.

Keywords: ELIMINATION TYPE PROCEDURES; CREDIBLE REGION; STOPPING RULE;
ASYMPTOTIC EFFICIENCY



1. INTRODUCTION

Since the early work of Bechhofer, Dunnett and Sobel (1954) on the
two-sample (two-stage) problem for selecting the normal population associated
with the largest unknown mean from k(> 2) normal populations, several different
types of two-stage procedures have been studied for the case of known
variances, common unknown variance and unknown and unequal variances. Among
them, elimination type procedures which use subset selection approach at
Stage 1 and use indifference zone approach at Stage 2 are important and
frequently studied. Alam (1970) studied the known variances case and
Tamhane and Bechhofer (1977, 1979), using a minimax criterion, also studied
the known variances case. Gupta and Kim (1982) and Tamhane (1975) considered
the common unknown variance case. Recently Gupta and Miescke (1981, 1982),
among others, have studied the problem under a decision-theoretic Bayesian
framework.

In this paper, we propose an elimination type procedure under the
Bayesian setting, which retains good populations based on a Bayes decision
rule for a certain loss function and a noninformative prior for unknown
parameters. We also use a stopping rule to construct the 100(1-2a)% Highest

Posterior Density (HPD) credible region with a common width 2d to decide on
| the selection of the best based on the overall sample means. The proposed

stopping rule is shown to be asymptotically efficient.
2. PRELIMINARIES: NOTATIONS AND DEFINITIONS

Let “1(1 = 1,2,...,k) be k(> 2) independent normal populations with

unknown means 0, and unknown variances of(o < o? < =), Also let Xi be the

i
(observable) characteristic corresponding to m and let (X11’X12""’X1n)

(i = 1,2,...,k) be n independent samples from Tie We denote by Xij a



realization of Xij' Assuming that very little is known about the prior

,0?), where

of (ei,c?), we may use a noninformative prior density T(ei ;

2

w(8;.05) = 67711y (05), (2.1)

and IA(x) is the usual indicator function;v Here we denote by-nﬁei,o§|§i)
and T](eilgi) the posterior density of (ei,of) and the marginal posterior

).

density of 0: > respectively, where X; = (Xi1’X12""’Xin

Remark: One can use a specific prior density if one has a reasonable
amount of information about the prior. However, in many practical cases,
there is very little knowledge about the prior and in those cases noninforma-
tive priors work fairly well and could provide robust solutions; (For
further discussion, refer to Berger (1980, 1982)).

A population = is said to be 'good' ('bad') if 85 > 8, (ei < eO),
where 8 refers to the value associated with the control population 0 (in
some problems 8y may be a constant specified a priori by.the experimenter).

Let our loss function be as follows:

0 ifoe.€ca@. (p=0,1),

i~ %p
L(ei,ap)-=

\ kp i ey €e-8p (p=0,1),

where g = {834} is the action space and where @ = R', 9y = [eo,m) and
8y = 8-0)- Here the action accepts m; as a good population and the action
aj rejects m; as being a bad population. Also the definition of the

100(1-20)% HPD credible region which we will use at Stage 2 is as follows.

Definition (see Berger (1980)). The 100(1-2a)% HPD credible region

for g; is the subset C(i 1-24) of @ of the form



Cli,1-20) = (05 € 03 7y(o4]x;) 2 pl2a)ds (2.3)
where p(2a) is the largest constant such. that
Pr(C(i,]_zu)|§ = Xi) > 1-2a. (2.4)

Note that the HPD credible region C(i 1-24) are intervals of the form

(ai’bi) on IR] for this problem.

3. GOAL AND A PROPOSED PROCEDURE R(eo,u,d)

Assume that no knowledge is available concerning the correct pairing
between populations and the ordered values of 8, Our goal is to select
the population associated with the largest unknown mean among the subset

of good populations. The procedure R(eo,a,d) is designed to meet the goal.

3.1. Definition of the Procedure R(eo,a,d)

Stage 1. Take ny = max{Z,[Z(l_d)/d]+ 1} observations from each population
i where 2d is the common width of the 100(1-2a)%HPD credible region and
2(1_a) is a 100(1~-a) upper percentile of the standard normal distribution.
Then select a subset S by the following rule:

At Stage 1, retain n, if and only if Pr(®]|§1) j_k]/(k0+k]), (3.1)
where Pr(@]|§1) = é T](ei|§i)dei.

1
Note that the value of Pr(®]|§i) js evaluated explicitly in Corollary 1

of Section 3.2. Note also that the rule (3.1) is a Bayes rule. This follows
from the fact that the expected posterior losses of actions 3 and a, are
kOPr(®1l5i) and klPr(@olgi), respectively and Pr(®0|§1)+Pr(®]|§1) = 1.

Let s be the size of the subset S. Then

(i) if s = 0, we decide that none of the populations are good and stop,



(ii) if s = 1, we decide that the population selected is the only good and
the best at the same time and stop,

(iii) if s > 2, we proceed to Stage 2.

Stage 2. Take Ni - g additional samples from each selected population

ms such that
n.

N, = 1nf{ni: ns > ng and n, 3_[(1/c—1)jz](xij_xi)z/d2]+1}, (3.2)

where c is the 100x lower percentile point of the beta distribution with
parameters %{n1-1) and 1/2, and [a] is the largest integer less than or
equal to a. The stopping rule Ni is set up to provide a 100(1-20)% HPD
credible region with a common width 2d for each selected population LT

Then our final decision at Stage 2 is that the population with the largest

overall sample mean is the best.

3.2. Discussion of the Procedure.R(eo,a,d)

It is easily seen that at Stage 1, t;(e;[x;) is a Student's t-distribution
density with (no—]) degrees of freedom, the location parameter ii = inj/nO’
J
= 1\ 2
and the scale parameter %(xij-xi) /{no(n0-1)}.

Lemma 1. For a random variable T having a Student's t-distribution
with (m-1) degrees of freedom, the location parameter ii’ and the scale

parameter Sﬁ,

1 1 1 . -
1- —2— Iu{f(m—l),—z} if tO-Xi > 0,
= . (3.3)
1 . .1 1 . -
5 Iu{E(m-1),§& if tO'Xi < 0,
where Ix(a,b) is an incomplete beta function with parameters a and b,

u = (m-1)/(m-1+t%) and t = (ty=%;)/ S;-



5

Corollary 1. From Lemma 1, Pr(®]|§1) can be obtained by substituting

- 2 - - _ )
for m, x; and S5 by ng, X, §x1.j/n0 and %(xij.xi)/{no(n0 1)}, respectively.

Theorem 1. Let C( = (ai’bi)' The the stopping rule N; provides

i,1-20)
the 100(1-20)% HPD credible region with a common width 2d for each selected

population e

Proof. Denote by n; the overall sample size for selected population T

the following two equations provide the 100(1-2a)% HPD credible region

Cli,1-20)°
T](ail§1) = T](bilxi) (3-4)
and
b
£ r1(ei|§1)dei = 1-2a. (3.5)

After we stop sampling at Stage 2, r1(ei|§i) is still a Student's t-distribution.
Hence r](ei|§i) is unimodal and symmetric about the location parameter
X5 = inj/ni'

J
Therefore by Lemma 1, a; and b; of the credible region C(i,]-Zu) are

given by )
- 1 §(Xij-x1) ~L
ai = Xi - {(E-_])( - )}2 (3-6)
. i
and
= \2
L L
bi = Xy + {(E"])("'_-TTT—’——)Pa' (3.7)

1

Thus the width 2d of the credible region C(i 1-24) is



= 42
o (] \%(x”-x") 5
2d = 2{(Z -1)(F—F—)F® (3.8)
i
and this implies that
=2
(]/C‘])g(xij'xi)

n. =
i d2

(3.9)

This completes the proof of the theorem.

1
Lemma 2. For c as defined in Stage 2, {(1/c—1)(n1.-1)}2 - Z(]_u) as

n, - o,
j oo

Proof. The proof follows from Lemma 1 and the central 1imit theorem.

Finally, we want to show that the proposed stopping rule Ni is

asymptotically efficient.

Theorem 2. Let n = ofz%]_a)/dz. Then for a fixed 0?(0 < c? < =) and
the stopping rule Ni’
(a) Ni/” -1 a.s. asd~-0
and
(b) 1im E(N./n) =1 (asymptotic efficiency).
&0 !

Proof. From the definitions of o and Ni’ one gets the following inequalities;

2 2
(1/c=1)(N,=1)S% (1/c-1)(N.-1)S5 Z
7 <N < d21 e bl (3.10)

d

2 _ - 2 . . )
where Sy = g(xij'xi) /(N1-1) and X; = %xij/Nj. Since ng = = and Ni >

as d -~ 0 hence S? - 0? a.s.; Using Lemma 2, one gets the results (a) and (b).
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